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1. Introduction

HERE has been a great deal of interest in improv-
T ing the quality of health care, with particular em-
phasis on surgical quality. The Institute for Health-
care Improvement (IHI) (2014) pointed out, for ex-
ample, that surgical-site infections continue to rep-
resent a significant portion of healthcare-associated
infections. Their impact on morbidity, mortality, and
cost of care has resulted in their reduction being iden-
tified as a top national priority in the U.S. Depart-
ment of Health and Human Services (2013) “National
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Action Plan to Prevent Health Care-Associated In-
fections: Roadmap to Elimination”.

According to the healthcare quality framework of
Donabedian (1966), one can assess structural, pro-
cess, or outcome quality. Structural quality refers
to the use of metrics such as nurse-to-bed ratios.
An example of a process-quality variable would be
the percentage of surgical patients receiving antibi-
otics within a prescribed time period before surgery.
Outcome-quality variables, on the other hand, reflect
the patients’ results. An example of an outcome vari-
able would be whether or not a surgical patient devel-
oped a surgical-site infection within 30 days following
surgery.

Generally, the proper use of outcome variables re-
quires considerably more effort in data collection, but
it is the most informative approach. Porter and Teis-
berg (2007) and Department of Health (2010), among
others, have made a strong case for the use of out-
come results to provide vital feedback on what works
and what does not instead of concentrating on pro-
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cess targets. The Donabedian (1966) framework was
outlined in more detail in the excellent paper by Ko
(2009), who also stressed the importance of using
outcome results.

Overviews of process monitoring in healthcare ap-
plications have been provided by Benneyan (1998a,
b), Woodall (2006), Winkel and Zhang (2007, 2012),
Woodall et al. (2012), and others. In our paper, we
restrict attention to the various approaches for mon-
itoring surgical-outcome quality. Blackstone (2004)
reviewed the history of process monitoring in surgi-
cal applications and gave an overview of some of the
important issues.

Because effective monitoring requires one to ac-
count for the variation among patients, we briefly
review risk adjustment in Section 2. In Section 3, we
give our notation and define some of the surveillance-
method performance metrics. In Section 4, we de-
scribe the various surveillance methods. In Sec-
tion 5, we discuss the related analysis of surgical
learning curves. Outcome monitoring is important
and useful in detecting and understanding changes
in performance. It can motivate the need for im-
provement, which can then come through targeting
the most promising opportunities and implement-
ing improvement projects. For this reason, we pro-
vide an overview of the American College of Sur-
geons National Surgical Quality Improvement Pro-
gram (NSQIP) in Section 6 with an NSQIP-based
case study given in Section 7. Some ideas for future
research on outcome monitoring are given in Section
8 and our conclusions follow in Section 9.

2. Risk Adjustment

Surgical patients vary considerably with respect to
physical characteristics, such as age and weight and
with respect to health status. In order to perform
useful monitoring or meaningful comparisons of the
surgical outcomes stratified by surgeons or hospitals,
there must be adjustments for the patient mix of
risk factors. Many aspects of risk adjustment were
covered in considerable detail by Iezzoni (2012).

Most often logistic regression models are used for
patient-level risk adjustment when binary outcomes
are used. See, for example, Cohen et al. (2009) and
New York State Department of Health (2001). The
probability of a particular adverse event, such as
death within 30 days of surgery, is modeled with
various physical and health characteristics used as
the explanatory variables. Examples would be the
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use of scores, such as the Parsonnet score or the Eu-
roSCORE 1I, in a logistic regression model for risk
adjustment for adult cardiac surgery (Parsonnet et
al. (1989), Nashef et al. (2012)). Risk factors used
to calculate these types of scores can include gender,
age, diabetic status, hypertension status, dialysis sta-
tus, and so forth.

In virtually all cases, the logistic regression models
are based on discrete or categorical explanatory vari-
ables modeled using indicator variables and do not
include interaction terms. The number of explana-
tory variables is often in the range from 20 to 30.
Models have been built for many other types of ad-
verse events such as surgical-wound infection, anas-
tomotic leak (a leak at the surgical connection of two
structures), and deep vein thrombosis (Bruce et al.
(2001)).

The risk-adjustment model must be fit based on
some historical data from all of the surgeons or hospi-
tals of interest. Most often, the data from a particular
time period is somewhat arbitrarily selected to serve
as the baseline. Paynabar et al. (2012) discussed the
analysis of historical baseline data.

Cook et al. (2008) provided an excellent discus-
sion of some of the issues related to risk adjustment.
It is important that the risk-adjustment model accu-
rately estimate the probability of the adverse event of
interest because the risk-adjusted surveillance meth-
ods detect deviations from the risk-adjustment model
predictions. It is also important that risk-adjustment
models be periodically updated because they can be-
gin to overestimate the probability of the adverse
event due to process improvement.

In comparing hospital performance, it is common
to use random-intercept multilevel logistic regression
modeling or other types of hierarchical generalized
linear models. See, for example, Clark et al. (2010)
and COPPS-CMS White Paper Committee (2012).

3. Monitoring Background

It is important to note that in industrial appli-
cations the monitoring methods are designed based
on information obtained using background data col-
lected from the particular process of interest. The
collection and analysis of these data are referred to
as phase I, an area reviewed by Jones-Farmer et al.
(2014). In most of the methods covered in our paper,
however, the performance of a particular hospital or
surgeon is monitored relative to a risk-adjustment
model constructed using data from a number of hos-
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pitals. Thus, it is often performance to a standard
that is being monitored. Steiner (2014) discussed this
issue in more detail.

We let pg; represent the probability obtained from
the risk-adjustment model that the ith surgical pa-
tient, ¢ = 1,2,..., experiences the adverse event of
interest. We let Y; = 1 if the ith patient experiences
the adverse event of interest and Y; = 0 otherwise.
The assumption that Y;, ¢ = 1,2,3,..., are mutu-
ally independent is ubiquitous. The odds against the
adverse event occurring are pg;: 1 — pg; under the
risk-adjustment model. A change in the odds ratio
of size § leads to odds against the event of dpy;:
1 — po; with a corresponding probability of the event
of p1; = 6poi/(1 + (poi(d — 1)). Monitoring methods
can be designed to detect specified changes in the
odds ratio.

Risk-adjusted monitoring methods are usually
compared based on the average run length (ARL),
where the run length is the number of surgical pa-
tients until a signal is given that there has been a
change in the process. We would like the ARL when
the process is stable, i.e., the in-control ARL, to be
large and the ARL to be small when there is a sig-
nificant change in the odds of the adverse event.

The ARL can be calculated assuming that any
process shift occurred before monitoring begins
(called the zero-state ARL) or assuming any shift oc-
curs sometime after the start of monitoring (steady-
state ARL). We prefer the use of the steady-state
ARL because the assumption of a possibly delayed
change in the process seems more realistic. Gombay
et al. (2011) pointed out, however, that the in-control
ARL can be misleading and considered other metrics,
such as the probability of a false alarm within a given
number of patients. Sun and Kalbfleisch (2013) also
took this latter approach.

4. Various Monitoring Methods

Grigg and Farewell (2004a), Rogers et al. (2004),
and Cook et al. (2008) provided review papers on
risk-adjusted monitoring. Cook et al. (2008) pro-
vided an appendix with all related formulas. Woodall
(2006) included a section on risk-adjusted monitor-
ing. A considerable amount of research has been done
in the last decade or so, however, with many more
applications. A nontechnical review and discussion of
issues related to risk-adjusted monitoring was given
by Steiner (2014).
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Monitoring can lead to insights and is useful for
detecting changes in performance and understanding
trends over time. Outcome monitoring can be used
to identify problems, motivate the need for improve-
ment, and quantify the extent to which improvement
initiatives have been successful.

4.1. Risk-Adjusted Sets Method and
Resetting SPRT

In their review, Grigg and Farewell (2004a) fo-
cused to some extent on the risk-adjusted sets
method of Grigg and Farewell (2004b), which has
not become widely used. To signal a process deterio-
ration, the sets method requires that the waiting time
between adverse events, measured in the number of
cases, be below a specified threshold for a specified
number of consecutive adverse events.

Sego et al. (2008) showed, in the non-risk-adjusted
case, that the apparent performance advantage of the
sets method is due to an implicit “headstart” fea-
ture that leads to good zero-state ARL performance,
but poor steady-state ARL performance relative to
competing methods. These performance results likely
carry over to the risk-adjusted application.

We do not recommend the use of the resetting risk-
adjusted sequential probability ratio test (RSPRT)
proposed by Spiegelhalter et al. (2003) and Grigg et
al. (2003). This method was discussed in some detail
by Cook et al. (2008) and applied by Rogers et al.
(2005). With this approach, one sets up a sequential
probability-ratio hypothesis test (SPRT) with the
null hypothesis corresponding to the risk-adjustment
model being correct and the alternative hypothesis
corresponding to a specified shift in the odds of the
adverse event occurring. If the null hypothesis is ac-
cepted, then the hypothesis test is repeated. Reject-
ing the null hypothesis is a signal that performance
may have changed.

There are two issues with this approach. The first
is that the SPRT type I and type II error probabil-
ities, a and 3, respectively, are often misinterpreted
and are not meaningful in assessing the run-length
performance of the RSPRT. The second issue is that
the RSPRT is a generalization of the risk-adjusted
Bernoulli cumulative sum (RA-CUSUM) method dis-
cussed in Section 4.4 with the primary effect being
that the RSPRT chart is generally less able to de-
tect deterioration in performance after a period of
good performance and vice versa. This phenomenon
is referred to a building up “credit” in the health-
care surveillance literature and referred to as issues
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with “inertia” in the industrial statistical process-
monitoring literature.

4.2. Risk-Adjusted p Chart

Alemi et al. (1996) and Alemi and Oliver (2001)
proposed aggregating the patients into consecutive
groups and using the mean and variance of the sum
of the Bernoulli observations within each group to
determine Shewhart-type control limits. Hart et al.
(2003, 2004) gave related work on Shewhart charts
based on aggregated data. Cockings et al. (2006)
gave examples of risk-adjusted p charts with patients
grouped into consecutive blocks of size 30. Gustafson
(2000), on the other hand, compared various types of
charts for monitoring infection rates with data aggre-
gated by month.

Although these approaches can provide a good
overview summary of the performance of the process
over time, greater levels of aggregation cause longer
delays in detecting changes in the process relative to
methods that incorporate the data on a case-by-case
basis. This point was also made by Cook et al. (2003).
The adverse effect of data aggregation on monitor-
ing was discussed in a general context by Schuh et
al. (2013).

4.3. CRAM and VLAD Charts

The popular variable life adjusted display (VLAD)
method of Lovegrove et al. (1997) and the equivalent
cumulative risk-adjusted mortality (CRAM) method
of Poloniecki et al. (1998) are based on plots of cu-
mulative sums of either pg; — Y; or Y; — pg;. In the
first case, the Y-axis is often labeled “Lives Saved”
or “Statistical Lives Saved”, whereas, in the sec-
ond case, it is frequently labeled “Excess Mortality”.
Sometimes the plot is referred to as an observed mi-
nus expected (O-E) CUSUM chart. The VLAD name
is most common, however, so we will use it in our pa-
per.

The book by the Clinical Practice Improvement
Centre (2008) provides a detailed description of the
use of the VLAD and many practical issues related
to its use. Albert et al. (2003) and Lovegrove et
al. (1999) provided a number of examples of VLAD
plots. Treasure et al. (2004) and Sherlaw-Johnson et
al. (2000) also discussed the use of the VLAD chart.

The VLAD chart shown in Figure 1 was provided
to us by Dr. Albert Yuen of the Hong Kong Hospi-
tal Authority. It shows the net lives saved/lost fol-
lowing emergency operations at a hospital in Hong

i . . i — LCL (90%C1)
30 day Mortality for Emergency Operation in Hospital 16
(from 1 Jul 2011 to 30 Jun 2012) )
- CL (95%C1)

22011 102011 101 1202011

Net life saved/lost

-25

Source of data: SOMP database 1 Juf 2011 fo 30 Jun 2012

Date

FIGURE 1. Rocket Tail VLAD Plot. Provided by W.-C. Yuen, Hong Kong Hospital Authority.
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FIGURE 2. Risk-Adjusted Bernoulli CUSUM Chart for Surgeon 2 (from Steiner, (2014)).

Kong. Under the risk-adjustment model, the VLAD
statistic wanders over time in a nonstationary man-
ner. It has no tendency to return to any particu-
lar value, including zero, because it can be modeled
as a random-walk process. The statistics in Figure
1 decrease substantially, however, over time, indi-
cating deterioration in performance compared with
the risk-adjustment model. The “rocket-tail” con-
trol limits in Figure 1, which widen over time, are
based on percentiles of the marginal distribution of
the cumulative sum. These limits have been recom-
mended, for example, by Grunkemeier et al. (2003,
2009) and Noyez (2009). The use of these limits to
signal changes in quality leads to a problem with
inertia because process deterioration, for example,
could occur when the VLAD statistic is near the up-
per limit. In addition, the percentile values used to
determine the limits are not directly related to the
run-length performance of the method.

Sismanidis et al. (2003) and Poloniecki et al.
(2003) proposed an ad hoc signal rule for the VLAD
and CRAM charts. The lack of a theoretically justifi-
able way to determine a signal rule for the chart has
led, however, to the use of the VLAD as an easily un-
derstood visual aid with reliance on the RA-CUSUM
chart, as described in the next subsection, to signal
shifts in the performance of the surgical process.

4.4. Risk-Adjusted Bernoulli CUSUM Chart

The risk-adjusted Bernoulli cumulative sum
(CUSUM) chart (referred to as the RA-CUSUM
chart) of Steiner et al. (2000, 2001) is preferred over
the VLAD chart for detecting changes in perfor-
mance. The RA-CUSUM chart is a generalization of
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the Bernoulli CUSUM chart of Reynolds and Stoum-
bos (1999), which was used by Leandro et al. (2005)
to monitor the outcomes of liver-transplant surgery.

The one-sided RA-CUSUM chart statistics for a
chart designed to detect a change in the odds ratio
to a specified value are

S; = max(0,5;,-1 + W;),

where SO = O, Wi = ln(pli/p(),-) if Y; =1 and Wi =
In[(1—p1:)/(1—pos)] if Y; = 0. The chart signals when
S; > h, where h is selected to provide a specified
in-control ARL. The selection of A depends on the
relevant population of risk scores.

Often the RA-CUSUM chart is implemented to be
two-sided with the simultaneous application of two
one-sided charts, one to detect improvement in per-
formance and the other to detect deterioration. The
signs on the statistics on the chart used to detect
improvement are usually changed so the two one-
sided charts can be plotted together more easily. An
example of a two-sided RA-CUSUM chart provided
in Steiner (2014) is given in Figure 2. In this ex-
ample, the outcome is mortality within 30 days of
cardiac surgery with risk-adjustment based on lo-
gistic regression using Parsonnet scores. The upper
CUSUM chart was designed to detect a doubling of
the odds ratio while the lower CUSUM chart was
designed to detect a halving of the odds ratio. The
upper CUSUM boundary was crossed with patient
253, indicating poor performance relative to the risk-
adjustment model.

i=1,2,3,...,

There have been a number of applications of the
RA-CUSUM chart in the literature. For example,
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FIGURE 3. RA-CUSUM Chart for Surgeon A with Two
Signals of Poor Performance. (Reprinted by permission from
Macmillan Publishers Ltd: Journal of the Operational Re-
search Society, Sherlaw-Johnson et al., 2007, published by
Palgrave Macmillan.)

Axelrod et al. (2006, 2009) discussed the use of the
RA-CUSUM method to assess the performance of
organ-transplant centers. Beiles and Morton (2004)
and Collins et al. (2011) gave applications in assess-
ing the performance of arterial surgery and gastro-
esophageal surgery, respectively. Morton et al. (2008)
discussed the monitoring of healthcare-acquired in-
fections and used the RA-CUSUM chart as an exam-
ple. Bottle and Aylin (2008) discussed the reliance
on RA-CUSUM charts in a system for monitoring
clinical performance involving 100 hospitals in Eng-
land. For other applications, see Harris et al. (2005),
Novick et al. (2006), Moore et al. (2007), and Chen
et al. (2011).

It has been recommended that one display the
more easily interpretable VLAD chart, but with a
RA-CUSUM chart run in the background to signal
any changes in quality. This approach was advocated
by Sherlaw-Johnson (2005), Sherlaw-Johnson et al.
(2005, 2007), Cook et al. (2008), Clinical Practice Im-
provement Centre (2008), and Collett et al. (2009).
We also support this approach, which is illustrated
in Figures 3 and 4.

A number of researchers have studied the perfor-
mance of the RA-CUSUM chart. Jones and Steiner
(2012) investigated the effect of estimation error on
the performance of the chart. Webster and Pettitt
(2007) studied some technical issues related to the
computation of chart performance metrics.

Steiner et al. (2001) and Tian et al. (2015) showed
that, for a given risk-adjustment model and given
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FIGURE 4. Rocket-Tail VLAD Plot for Surgeon A with
Two RA-CUSUM Chart Signals Indicated. (Reprinted by
permission from Macmillan Publishers Ltd: Journal of the
Operational Research Society, Sherlaw-Johnson et al., 2007,
published by Palgrave Macmillan.)

control limits, the in-control ARL depends heavily
on the population of risk scores. They showed that
the effect was considerably greater than that found
by Loke and Gan (2012). Zhang and Woodall (2015),
however, have developed a method for designing the
RA-CUSUM charts based on the method of Shen et
al. (2013). This is a computationally intensive ap-
proach which requires on-line dynamic simulation to
determine the control limits patient-by-patient to de-
sign each chart for the specific sequence of patient
risk scores observed. This means each chart is cus-
tomized to the specific sequence of patients at hand.
This alleviates the major disadvantage of the risk
adjusted Bernoulli CUSUM chart, which is any con-
cern that misspecification or changes in the risk score
population can affect to a considerable extent the in-
control performance of the chart.

It is frequently stated that the RA-CUSUM has
optimal performance based on the results of Mous-
takides (1986), but these optimality results are based
on the assumption of an independent and identically
distributed sequence of observations. The observa-
tions in the sequence Y;, i = 1,2,3,... are assumed
to be independent but they are not identically dis-
tributed because patients have varying risk factors.

Grigg and Farewell (2004) pointed out the useful-
ness of the approximation

(ARLc) ™' = (ARLL) "' + (ARLy) ',

where ARL¢ is the ARL for the two-sided RA-
CUSUM chart and ARLy, and ARLy are the ARLs
for the component lower- and upper-sided RA-
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CUSUM charts, respectively. Megahed et al. (2011)
gave conditions under which this relationship is ex-
act.

4.5. Risk-Adjusted Exponentially Weighted
Moving-Average Methods

Cook at al. (2011) proposed a risk-adjusted ex-
ponentially weighted moving average (RA-EWMA)
method. The advantages given for their RA-EWMA
method are that it communicates information about
the current level of an indicator in a direct and un-
derstandable way and it explicitly displays informa-
tion about the current patient case mix. Also, be-
cause it is not reset after a signal, they considered
the RA-EWMA chart to be a more natural chart
to use in healthcare applications, where a process of
care can rarely be changed quickly. One might note
that it is common not to reset surveillance statistics
to their initial values after a signal in prospective
public health surveillance applications.

Steiner and MacKay (2014) also proposed an
EWMA-based approach that gives more weight to
recent outcomes and plots a clinically interpretable
estimate of the failure rate for a “standard” patient.
They pointed out some advantages of their EWMA
approach compared with those of Cook et al. (2011)
and Grigg and Spiegelhalter (2007). One advantage
claimed is that fewer historical data are needed to
set up their surveillance method.

Regardless of any relative advantages of these
three EWMA methods, the RA-CUSUM chart is
likely to remain the most accepted surveillance ap-
proach for monitoring with risk-adjusted binary out-
comes in the near future.

4.6. Methods Based on Survival Models

There has been more recent work that incorpo-
rates information on the times of any deaths within
the given time window following surgery or survival
times more generally. Monitoring of survival times is
more common in organ-transplantation applications.
For reviews of methods used to assess the perfor-
mance of organ-transplantation centers and related
issues, we recommend Collett et al. (2009) and Neu-
berger et al. (2010). For mortality outcome data in
organ-transplantation applications, the time window
after surgery is most often one year.

Survival model-based surveillance methods have
been proposed by Biwas and Kalbfleisch (2008), Sego
et al. (2009), Steiner and Jones (2010), Gandy et
al. (2010), and Sun and Kalbfleisch (2013). These
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methods can lead to better statistical performance
than the RA-CUSUM chart based on binary out-
comes, but they are considerably more complicated
and require a survival model assumption. Phiniket-
tos and Gandy (2014), however, recently proposed a
nonparametric approach based on the Kaplan—Meier
survival curve estimator.

Steiner and Jones (2010) showed that the method
of Sego et al. (2008) is at a performance disadvantage
relative to the competing methods. This is because,
until information on the final status of a particular
patient is available, no information on patients oper-
ated on after this patient can be used in the analy-
sis. In recent developments, Snyder et al. (2014) dis-
cussed the application of the CUSUM method of Sun
and Kalbfleisch (2008) in the monitoring of survival
times after organ transplantation. In addition, As-
sareh and Mengersen (2014 a, b) proposed Bayesian
methods for change-point estimation for step shifts
and trends, respectively, in monitoring risk-adjusted
survival times.

4.7. Other Approaches

There have been a number of alternative ap-
proaches proposed for the monitoring of risk-
adjusted binary outcomes. Steiner et al. (1999) pro-
posed methods for monitoring paired binary surgi-
cal outcomes, which allows the simultaneous moni-
toring of mortality and “near-misses”. Chang (2008)
compared a risk-adjusted Shiryayev—Roberts scheme
to the performance of the RA-CUSUM chart. The
Shiryayev—Roberts method was found to be less able
to detect deterioration in performance.

Gan and Tan (2010) proposed a risk-adjusted ver-
sion of the time-between events chart, which in the
non-risk-adjusted application typically involves use
of the geometric distribution. Albers (2011) proposed
a related method based on the number of cases be-
tween a specified number of adverse events, which
led to a generalization of the negative binomial dis-
tribution. In the non-risk-adjusted case, however,
Szarka and Woodall (2011) reported that these types
of time-between-event charts fare poorly compared
with the performance of a CUSUM chart.

Zeng and Zhou (2011) proposed a risk-adjusted
monitoring method based on Bayesian methods that
is said to require less data than other methods in
order for monitoring to begin. More recently, Gan
et al. (2012) proposed a generalization of the RA-
CUSUM chart to detect changes in parameters other
than the odds ratio.
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5. Use of a Sequential Technique
to Assess Learning Curves

It is important to distinguish between the use of
the RA-CUSUM method and the use of what is re-
ferred to as the CUSUM technique to assess surgical
learning curves. With learning curves, the cumulative
number of failures is often plotted against the patient
number if there is no risk adjustment. Sometimes cu-
mulative values of Y; — pg are plotted, where pg is the
acceptable or expected failure rate. Decision lines are
determined based on the sequential hypothesis test-
ing (SPRT) approach of Wald (1947) for a sequence
of independent Bernoulli outcomes, where one must
also specify an unacceptable failure rate and type I
and type II error rates. Rogers et al. (2004) referred
to this method as resulting in a “cumulative failure
chart”. The method can be risk adjusted. The SPRT
stopping rule, under which sampling stops when a
decision line is crossed, is typically not followed.

For more information on this CUSUM learning
curve technique, see Williams et al. (1992), Novick
and Stitt (1999), Bolsin and Colson (2000), Novick
et al. (2001), Grunkemeier et al. (2003), and Yap et
al. (2007). Most of the CUSUM applications found
in the review by Biau et al. (2007) were learning
curve analyses. It is frequently incorrectly stated in
the literature that the learning curve CUSUM is re-
lated to the CUSUM method of Page (1954), whereas
it is the RA-CUSUM method that is an extension
of Page’s work. It seems that the learning curve
SPRT approach has been misleadingly referred to as
a CUSUM procedure because this was the terminol-
ogy used by de Leval et al. (1994).

In applications of the learning curve approach, it
is frequently expected that performance levels will
change over time, perhaps more than once. Perfor-
mance could either improve or deteriorate. Thus, it
does not seem reasonable to use a method relying on
a one-sided hypothesis testing approach where the
error probabilities are based on the assumption of a
constant level of performance. In learning curve ap-
plications, it is assumed that there is a sequence of
independent Bernoulli observations where the inter-
est is in detecting changes in the probability of fail-
ure. The large literature on this topic was reviewed
by Szarka and Woodall (2011).

6. National Surgical Quality-
Improvement Program

Over 560 U.S. hospitals and health systems and 43
outside the U.S. are American College of Surgeons
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National Surgical Quality Improvement Program
(NSQIP) participants. Maggard-Gibbons (2013) re-
ported that about 10% of the hospitals in the U.S.
participate in NSQIP and that they account for
about 30% of the over 40 million operations per-
formed annually. The participating hospitals pro-
vide to NSQIP data on samples of surgical patients
designed to represent all types of surgical proce-
dures and all surgeons. NSQIP then provides risk-
adjustment models and performance results to the
hospitals. Thus hospital administrators and surgeons
can see how their results compare to other hospitals
and how individual surgeons compare to each other
and to the overall NSQIP performance. This pro-
cess can be used to identify areas needing improve-
ment. Without the sort of benchmarking provided by
NSQIP, hospital administrators and surgeons can-
not accurately assess their current performance or
as easily identify areas most needing improvement.
Maggard-Gibbons (2013) reported that in a survey
of NSQIP participants, over half reported that prior
to joining NSQIP they did not know their surgical
mortality rates, much less how their rates compared
to other hospitals.

Ko (2009) and Maggard-Gibbons (2013) provided
very good descriptions of the history and structure
of NSQIP. Also, see http://site.acsnsqip.org/. Cohen
et al. (2013) discussed a number of statistical aspects
of the NSQIP analyses. It is reported at the NSQIP
website that hospitals participating in NSQIP ben-
efit from an average savings of about $3 million
per year, reduced readmissions and lengths of stay,
higher patient satisfaction, better patient outcomes,
better performance on publicly reported measures,
and better performance under pay-for-performance
programs. In a thorough study, Hall et al. (2009)
found that surgical outcomes improved across a ma-
jority of the NSQIP participating hospitals in the pri-
vate sector. Improvement was found for both poor-
and well-performing facilities. They reported that
NSQIP hospitals appeared to be avoiding substan-
tial numbers of complications, improving care, and
reducing costs.

A key aspect leading to the success of NSQIP
is that each hospital has a surgeon champion that
identifies and leads improvement initiatives. There
is also a well-trained surgical clinical reviewer, who
is responsible for collecting complete and accurate
clinical data, as opposed to reliance on less accu-
rate and less relevant claims or administrative data.
About 140 variables are measured for each surgical
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FIGURE 5. Funnel Plot Showing All-Cause Risk-Adjusted In-Hospital 30-Day Mortality for English National Health Service
Hospital Trusts (from Symons et al., 2013). Reprinted with permission from John Wiley and Sons.

patient included in the NSQIP database. There are
40 adverse events for which risk-adjustment models
are constructed. These include such adverse events
as cardiac occurrences, pneumonia, unplanned intu-
bation, ventilator dependence over 48 hours, renal
failure, and urinary tract infection, as well as death.

NSQIP previously used “caterpillar” plots to iden-
tify outlying performance. The healthcare providers
were ordered by the O/E ratio, i.e., the ratio of the
observed number of adverse events during a given
time period to the expected number based on the
risk-adjustment model. Note that, if the adverse
event is death, the O/E ratio is often referred to as
the standardized mortality ratio (SMR). If the confi-
dence interval on the O/E ratio falls completely be-
low unity, then the hospital is considered to have
better than expected performance. A confidence in-
terval falling completely above unity indicates perfor-
mance below expected. Because much of the ordering
of the performance of the hospitals is random, this
caterpillar plot can lead to an overemphasis on rela-
tive position. Small differences in performance can
be attributed to chance and small differences can
change the position of a hospital on the caterpillar
plot substantially. For this reason, we prefer the use
of the funnel plot of Spiegelhalter (2005a, b) where
the performance metric is plotted versus the number
of cases. An example of a funnel plot from Symons
et al. (2013) is shown in Figure 5. See Mayer et al.
(2009) for a discussion of the use of funnel plots in
surgical applications.
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Because the number of participating hospitals has
increased markedly from the inception of NSQIP, the
caterpillar plots became unreadable. With this in
mind, as well as the above-mentioned shortcoming
of the plot, Cohen et al. (2013) reported that NSQIP
moved to reporting the odds ratios with confidence
intervals, along with the decile in which each hospi-
tal lies for each of the adverse events. It is easier to
follow progress over time with this information than
it is following position on the caterpillar plot.

A variety of methods have been proposed for iden-
tifying outlying performers in the comparison of hos-
pitals. Bilimoria et al. (2010) showed that the num-
ber of hospitals identified as outlying varies widely
depending on the method used. Spiegelhalter (2005)
argued that it is important to allow for some overdis-
persion. It is also important to adjust for the number
of hospitals being compared. In this regard, Jones
and Spiegelhalter (2008) showed that adjusting the
thresholds based on the false discovery rate was bet-
ter than using the Bonferroni adjustment method.
Other discussions of the issues involved in how to
cla